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Tuning o Aurora TSUBA

+The current flagship supercomputing system at the Cybermedia Center is NEC SX-ACE system. Now we are in the process of investigating SX-Aurora TSUBASA
as a candidate processor for the next supercomputing system.
* SX-Aurora TSUBASA
- a vector processor from NEC.
- deal with 256 elements with 1 directive.
The following three considerations affect on application performance.
- 256 or multiples of 256 iterations: SX-Aurora TSUBASA can deal with 256
elements.
- sufficient margins: avoiding of cpu port conflict increases the performance for
non sequential access.
PClo Gen.3x 16 - sequential access: avoiding of non sequential access increases the performance.

VE: Vector Engine Example code

e VH: Vector Host REAL, DIMENSION(256+16, 256)::%, B ‘ P p————

Gold 6148.6126 Xeon® DO j=1,256 or multiples of iterations
v T
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If array A doesn't have sufficient margins in the example code, load/store requests

256 are concentrated on a specific port.
8 Case: A(256,256) Case: A(256+16,256)
o 1 | Port2 |8 =

268.8 GF (DP) = =
e ) 5376 GF (5P) e : s ooy —
Bank1 Bank2 Bank 1 Bank 17 Bank 18
Performance (VE) 21504 GF (DP) R Ao RED A1) o MBI, Ason) AGSAS2) | | ACILATST)  ATED.AGZY T ABHLTL.ARSY  AGSTI. AT AT AMG2)
4300.8 GF (SP)
Capacity of LLC 16 MB
Memory bandwidth 12Tess - 5
:xecution time (s)

48GB HBM2 memory (8GB)x6
Radiation Fluid simulation code running on s

Conventional accelerator SX-Aurora TSUBASA SX-Aurora TSUBASA was accelerated as follows.
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Tsunami inundation damage estimation system is now operated using two SX-ACE systems at Tohoku University and Osaka University.
The system completes Tsunami inundation damage estimation in 30 minutes after a large-scale earthquake that may trigger Tsunami happens.

The current coverage of the system is from the Izu Peninsula to Osumi Peninsula.
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time was measured when we switched a running job to an emergency job.

e “ ' - A: Switching time from a low priority job to an emergency job
- B: Switching time from the emergency job to the low priority job

+OS: SUPER-UX (UNIX SystemV + NEC Extension)
® 1 RHEL7 (Red Hat Enterprise Linux7)
paraneier Calcylat Ehragon’ +Batch system: NQSII

Bt result

uoneseust sejaweied oydeiBouo)
UoiS{osp UoRelUBwIa|ul PareLINST

Web browsing Web Interface

The functionality with which the system stops running jobs, runs this emergen- emergency job

cy job and then recovers the previous running jobs to the original status heavily T e
depends on NEC NQSII/JM, the proprietary job scheduler proprietary from 55
NEC.
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Currently, Slurm supports the following three modes for suspending, executing 60s cime JEENE  oss

and recovering of jobs. We are investigating whether the upper two can be used

as an alternative of NQSII.
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