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Motivation and Objectives   
Nowadays, usage patterns of users' computations on high-performance cluster system have been diversified for large-scale simulations and analyses in the various science 
fields. Since an HPC cluster system needs to accommodate multiple jobs concurrently, efficient and flexible resource management is essential for providing high performance 
computing capabilities for multiple users. However, most Job Management Systems (JMSs) available today, which are deployed on HPC cluster system for computational 
workload distribution and balancing purposes, determine resource allocation to each jobs only based on computational resources such as CPU and memory. In this 
research, we realize a novel JMS framework for handling various kinds of resources such as network resources and virtualized computational resources.

Proposed SDN-enhanced Job Management System Framework   
We have been studying and developing a novel network-aware JMS integrated Software-Defined Networking (SDN) concept, which can dynamically control an entire 
network in a centralized manner, into a traditional JMS [1]. The mechanisms to manage the network resources are designed and implemented as Network Management 
module (NMM) leveraging OpenFlow, which is an implementation of the SDN concept. The SDN-enhanced JMS can allocate both computational and network resources 
to each job according to the resource usage on a cluster system and Resource Assignment Policy defined by administrator. 
Moreover, we have also been developing a mechanism for deploying job's processes to virtual machines (VMs) on computing nodes, and guaranteeing available band-
width on communication paths allocated to a job by using QoS functions of Open vSwitches (OVSs) connected with VMs. 

Evaluation    
To assess the efficiency of explicitly allocating communication paths to each jobs 
by the SDN-enhanced JMS, we conducted an experiment to compare the average 
execution time of jobs on a fat-tree cluster system. Note that processes of jobs 
were allocated to real computational resources and a single computing node 
accommodated only one process. In the experiment, we submitted multiple jobs, 
each of which ran NAS Parallel Benchmarks with class B and generated 4 pro-
cesses. As a result, our proposed SDN-enhanced JMS succeeded to reduce the 
average execution time of jobs.
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2-tier fat-tree cluster system:
The number of computing nodes is 28 and every link is connected on a Gigabit Ethernet LAN. Average execution time of NAS Parallel Benchmarks
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Administrator can create resource assignment 
policy for computational and network 
programmablly through a ruby script. 

NMM configures Flow Entries on OpenFlow switches 
for assigning communication paths to the job. 

“execd” calls “wrapper” 
instead of “shepherd”. 
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Brain decides computational and 
network resource to allocate to 
the job according to resource 
assignment policy. 

“wrapper” configures parameters 
for QoS on Open vSwitch, and 
boots up the VM with information  
to execute the job. 

#!/bin/csh 
#$ -q QUEUE 
#$ -pe orte 4 
#$ -l netprio=bandwidth 
#$ -l qos=1000 
#$ -l vm=my-vm 
 
 … run program … 
 

User can request resource assignment policy, 
bandwidth and VM image in a job script. 


